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#### Abstract

We study noninteracting fermionic systems undergoing continuous monitoring and driven by biased reservoirs. Averaging over the measurement outcomes, we derive exact formulas for the particle and heat flows in the system. We show that these currents feature competing elastic and inelastic components, which depend nontrivially on the monitoring strength $\gamma$. We highlight that monitor-induced inelastic processes lead to nonreciprocal currents, allowing one to extract work from measurements without active feedback control. We illustrate our formalism with two distinct monitoring schemes providing measurement-induced power or cooling. Optimal performances are found for values of the monitoring strength $\gamma$, which are hard to address with perturbative approaches.
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Introduction.-Nonunitary dynamics in quantum systems stems from interactions with the environment [1-4], which usually suppress quantum coherence [5,6]. Nonetheless, nonunitary evolution caused by engineered dissipation [7-11] or measurements [12,13] can stabilize target quantum states, many-body correlations [14-23], and exotic entanglement dynamics [24-31].

Of particular interest are the effects of nonunitarity on quantum transport. Environment-assisted processes can drive currents in coherent systems [32-43] and the impact of losses [41,44-52] is investigated in quantum simulators [22,23,37,40]. Work extraction from dissipative environments [53,54] or active monitoring [55-62] may use quantum effects at the nanoscale to break the operational limits imposed by classical thermodynamics [63].

Quantum devices are usually driven by thermodynamic baths, whose large number of degrees of freedom challenges exact numerical [64] and analytical [65-68] approaches. Local master equation approaches, based on weak-coupling assumptions between system and reservoirs [69], may miss interesting effects [70,71] or imply apparent violations of the second law of thermodynamics [72-76].

In this Letter, we derive exact formulas for the particle and heat currents driven by continuous monitoring of a single-particle observable $\mathcal{O}$ and biased reservoirs in free fermion systems. We exploit an exact self-consistent Born scheme for two-point correlation functions [77,78] and a generalized Meir-Wingreen approach [50,79] to account for reservoirs. Our main result is formula (5), which offers a simple and exact tool to address quantum transport in coherent systems under continuous monitoring and is valid for any coupling strength between system and reservoirs.

We provide two illustrations of our approach, showing monitor-assisted nonreciprocal effects in quantum systems. We consider first the continuous monitoring of a single level (Fig. 1). Under generic assumptions, we find that monitoring triggers a nonreciprocal current between reservoirs without external bias and thus generates power. We then show that monitoring cross-correlations between two sites (Fig. 2) enables quantum measurement cooling [80]. For both cases, we highlight nontrivial dependencies on the measurement strength $\gamma$, showcased by peaks of performances in regimes escaping perturbative approaches. We stress that the measurement-based engines described here do not rely on feedback loops or Maxwell's demons [55-62].

Derivation of monitored currents.-For simplicity, we consider two-terminal setups [81] described by Hamiltonians of the form $\mathcal{H}=\mathcal{H}_{\text {res }}+\mathcal{H}_{\mathrm{T}}+\mathcal{H}_{\text {sys }}$. Left and right $(r=L / R)$ reservoirs are ruled by $\mathcal{H}_{\text {res }}=\sum_{r, k} \varepsilon_{r, k} c_{r, k}^{\dagger} c_{r, k}$, where $c_{k, r}$ annihilates fermions of the reservoir $r$ in mode $k$ of energy $\varepsilon_{r, k}$. Both reservoirs are in thermal equilibrium, with chemical potential $\mu_{r}$, temperature $T_{r}$, and mode occupation obeying Fermi's distribution $f_{r}(\varepsilon)=\left[e^{\left(\varepsilon-\mu_{r}\right) / T_{r}}+1\right]^{-1}$. Free fermions in the system are described by $\mathcal{H}_{\text {sys }}=\sum_{i, j} d_{i}^{\dagger} h_{i j} d_{j}$, where $h_{i j}$ is a single-particle Hamiltonian with labels $i, j$ referring to internal degrees of freedom (orbitals, spin, ...). The coupling between system and reservoirs reads $\mathcal{H}_{\mathrm{T}}=$ $\sum_{r, k, i} t_{r, k i} c_{r, k}^{\dagger} d_{i}+$ H.c., where $t_{r, k i}$ are tunnel amplitudes.

We consider that an observable of the system $\mathcal{O}$ is continuously monitored with strength $\gamma$. If the measurement outcomes are discarded, the averaged dynamics of the system density matrix $\rho$ obeys Lindblad's equation $\partial_{t} \rho=-i[\mathcal{H}, \rho]+\mathcal{D}[\rho]$, where $\left(\hbar=e=k_{\mathrm{B}}=1\right)$ [82-84]

$$
\begin{equation*}
\mathcal{D}[\rho]=\gamma\left(2 \mathcal{O} \rho \mathcal{O}-\left\{\mathcal{O}^{2}, \rho\right\}\right) \tag{1}
\end{equation*}
$$

We are interested in the average particle $(\zeta=0)$ and heat $(\zeta=1)$ currents flowing into a reservoir $r$,

$$
\begin{equation*}
J_{r}^{\zeta}=i \sum_{k, i}\left(\varepsilon_{r, k}-\mu_{r}\right)^{\zeta}\left[t_{r, k i}^{*}\left\langle d_{i}^{\dagger} c_{r, k}\right\rangle-t_{r, k i}\left\langle c_{r, k}^{\dagger} d_{i}\right\rangle\right], \tag{2}
\end{equation*}
$$

with averages $\langle 0\rangle=\operatorname{tr}[\circ \rho]$ calculated on the steady state. When single-particle observables $\mathcal{O}=\sum_{i j} d_{i}^{\dagger} O_{i j} d_{j}$ are monitored, calculating Eq. (2) becomes a difficult task, since Eq. (1) is nonquadratic. Even though, for quadratic Hamiltonians, correlation functions obey closed systems of equations [85-87], efficient numerical calculations can be performed only for finite systems [78,88,89]. We show now that analytical solutions can be obtained with infinite reservoirs thanks to the validity of the self-consistent Born scheme for two-point correlation functions, extensively discussed in Refs. [77,78] and the Supplemental Material [90].

We consider the retarded, advanced, and Keldysh Green's functions: $\mathcal{G}_{i j}^{R}\left(t, t^{\prime}\right)=-i \theta\left(t-t^{\prime}\right)\left\langle\left\{d_{i}(t), d_{j}^{\dagger}\left(t^{\prime}\right)\right\}\right\rangle$, $\mathcal{G}_{i j}^{A}\left(t, t^{\prime}\right)=\left[\mathcal{G}_{j i}^{R}\left(t^{\prime}, t\right)\right]^{*}$ and $\mathcal{G}_{i j}^{K}\left(t, t^{\prime}\right)=-i\left\langle\left[d_{i}(t), d_{j}^{\dagger}\left(t^{\prime}\right)\right]\right\rangle$, which we collect in the matrix $\mathcal{G}=\left(\begin{array}{cc}\mathcal{G}^{R} & \mathcal{G}^{K} \\ 0 & \mathcal{G}^{A}\end{array}\right)$ [93-96]. The matrix $\mathcal{G}$ obeys Dyson's equation $\mathcal{G}^{-1}=\mathcal{G}_{0}^{-1}-\mathbf{\Sigma}$, where $\mathcal{G}_{0}$ is the Green's function of the isolated system $\left(t_{r, k i}=\gamma=0\right)$ and $\boldsymbol{\Sigma}$ is the self-energy, encoding the effects of the reservoir $r\left(\boldsymbol{\Sigma}_{r}\right)$ and monitoring $\left(\boldsymbol{\Sigma}_{\gamma}\right)$. The contribution $\boldsymbol{\Sigma}_{r}$ is obtained by integration of the modes $c_{r, k}$. In frequency space, $\boldsymbol{\Sigma}_{r, i j}(\omega)=\sum_{k} t_{r, k i}^{*} t_{r, k j} \mathcal{C}_{0, r, k}(\omega)$, where $\mathcal{C}_{0, r, k}$ is the Green's function of the isolated reservoir [e.g., $\left.\quad \mathcal{C}_{0, r, k}^{K}\left(t-t^{\prime}\right)=-i\left\langle\left[c_{r, k}(t), c_{r, k}^{\dagger}\left(t^{\prime}\right)\right]\right\rangle_{0}\right]$. Importantly, particle exchange with the system is treated exactly and described by the hybridization matrix $\Gamma_{r}(\omega)=\left[\Sigma_{r}^{A}(\omega)-\right.$ $\left.\Sigma_{r}^{R}(\omega)\right] / 2$ [97]. The Keldysh component $\Sigma_{r}^{K}(\omega)=$ $-2 i \Gamma_{r}(\omega) \tanh \left[\left(\omega-\mu_{r}\right) / 2 T_{r}\right]$ carries information about the reservoirs' equilibrium state.

Monitoring contributes to the self-energy following the self-consistent Born scheme [77,78], which involves the full Green's matrix $\mathcal{G}$, including baths and monitoring,

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\gamma, i j}(\omega)=2 \gamma \sum_{p q} O_{i p} \mathcal{G}_{p q}(t, t) O_{q j} \tag{3}
\end{equation*}
$$

To derive the retarded and advanced components of $\boldsymbol{\Sigma}_{\gamma}$, we exploit the prescription $\mathcal{G}_{i j}^{R / A}(t, t)=\mp i \delta_{i j} / 2$ [93] and obtain $\left[\mathcal{G}^{R / A}\right]_{i j}^{-1}(\omega)=\omega-h_{i j}-\sum_{r} \Sigma_{r, i j}^{R / A}(\omega) \pm i \gamma \sum_{p} O_{i p} O_{p j}$. In this expression, monitoring appears as a frequencyindependent lifetime $\gamma \sum_{p} O_{i p} O_{p j}$, in analogy with sin-gle-particle gains or losses [37,40,41,48-52].

The difference between monitoring and losses appears in the Keldysh component of Eq. (3). Inserting $\mathcal{G}_{i j}^{K}(t, t)=$ $2 i\left\langle d_{j}^{\dagger} d_{i}\right\rangle-i \delta_{i j}$ [98] and inverting the Dyson equation, one
finds a self-consistent equation for the correlation matrix $\mathcal{D}_{i j}=\left\langle d_{j}^{\dagger} d_{i}\right\rangle$,
$\mathcal{D}=\int \frac{d \omega}{\pi} \mathcal{G}^{R}(\omega)\left[\sum_{r} f_{r}(\omega) \Gamma_{r}(\omega)+\gamma O \mathcal{D} O\right] \mathcal{G}^{A}(\omega)$.
The solution of Eq. (4) completes the derivation of the Green's function $\mathcal{G}$, which is sufficient to derive currents [50,79]. After straightforward algebra, detailed in the Supplemental Material [90], we find closed, exact, and nonperturbative expressions for the particle and heat currents,

$$
\begin{align*}
J_{r}^{\zeta}= & \frac{2}{\pi} \int d \omega \underbrace{\left(\omega-\mu_{r}\right)^{\zeta}\left(f_{\bar{r}}-f_{r}\right) \operatorname{tr}\left[\Gamma_{r} \mathcal{G}^{R} \Gamma_{\bar{r}} \mathcal{G}^{A}\right]}_{\text {elastic }} \\
& +\gamma \frac{2}{\pi} \int d \omega \underbrace{\left(\omega-\mu_{r}\right)^{\zeta} \operatorname{tr}\left[\Gamma_{r} \mathcal{G}^{R} O\left(\mathcal{D}-f_{r} \mathbb{1}\right) O \mathcal{G}^{A}\right]}_{\text {inelastic }}, \tag{5}
\end{align*}
$$

with $\bar{r}=R$ if $r=L$ and vice versa. This expression is the main result of this Letter. It allows us to draw general conclusions on monitor-assisted transport and, combined with Eq. (4), can be applied to all settings described by Lindbladians of the form (1).

Equation (5) appears as a sum of two terms. The first term reproduces the Landauer-Büttiker formula for currents in noninteracting systems [97,99]. It describes the energypreserving transfer of particles between reservoirs at energy $\omega$ with transmission probability $\mathcal{T}(\omega)=4 \operatorname{tr}\left[\Gamma_{r} \mathcal{G}^{R} \Gamma_{\bar{r}} \mathcal{G}^{A}\right]$. As $\mathcal{T}(\omega)$ depends on $\mathcal{G}^{R / A}$, where measurements only reduce lifetimes, monitoring affects elastic transport exactly as single-particle gains or losses [37,40,41,48-52].

The second term in Eq. (5) is controlled by monitoring. The implicit dependence of the correlation matrix $\mathcal{D}$ on additional energy integrals, see Eq. (4), indicates that measurements inelastically change the energy of particles in the system. A rough inspection of Eq. (5) shows that the inelastic contribution peaks as a function of the observation rate $\gamma$, interpolating between a linear growth for small $\gamma$ and a $\gamma^{-1}$ decay in the strong measurement limit, as $\mathcal{G}^{R / A} \propto \gamma^{-1}$ for $\gamma \rightarrow \infty$, see Figs. 1(b)-2(c). The position and intensity of this maximum vary with setups, typically occurring for $\gamma$ comparable to the system spectral width and its coupling strength to the baths. These maxima fall beyond the reach of perturbative approaches. Importantly, the inelastic current is not proportional to $f_{L}-f_{R}$ and can thus be finite even without a bias. This describes the generation of nonreciprocal currents from measurement and can be harnessed for work generation.

We now illustrate these considerations on different monitor-assisted devices.

Monitored density engine.-We first consider a monitored setting, sketched in Fig. 1, where a single level of energy $\varepsilon_{d}$, described by the Hamiltonian $\mathcal{H}_{\text {sys }}=\varepsilon_{d} d^{\dagger} d$,


FIG. 1. (a) Monitored level of energy $\varepsilon_{d}$, coupled to left and right reservoirs with asymmetric hybridization functions $\Gamma_{L}(\omega) \neq \Gamma_{R}(\omega)$. The level occupation is measured with strength $\gamma$, providing the inelastic mechanism promoting particles from energy $\omega_{1}$ to $\omega_{2}$ and inducing a current against the bias (arrows). The blue-shaded areas correspond to the Fermi distributions of the reservoirs. For all plots, we use the two-filter model discussed in the main text, with $\varepsilon_{R}=1.48 t=-\varepsilon_{L}, \Delta=0.55 t$, which maximizes the unbiased particle current at $\mu_{L, R}=T_{L, R}=0$. (b) Peaked structure of the unbiased particle current as function of the measurement strength $\gamma$ for varying $\varepsilon_{d}$. Inset: the unbiased current decays for increasing temperatures $(\gamma=1$ ). (c) Differential conductance $G$ as a function of the chemical potential $\mu$ at $T=0$ for increasing $\gamma$. The measurement suppresses the resonance associated with the single level and favors those from the filters, as highlighted by arrows. (d) Electric power as function of a symmetric bias $\mu_{R}-\mu_{L}$ around $\mu=0$, for different values of $\gamma$. Dashed lines correspond to linear response calculations.
evolves under the continuous measurement of its occupation, associated with the operator $\mathcal{O}=n=d^{\dagger} d$. Solving Eq. (4) gives the occupation of the level

$$
\begin{equation*}
\langle n\rangle=\frac{\int d \omega \mathcal{A}(\omega)\left[f_{L}(\omega) P_{L}(\omega)+f_{R}(\omega) P_{R}(\omega)\right]}{\int d \omega \mathcal{A}(\omega)\left[P_{L}(\omega)+P_{R}(\omega)\right]} \tag{6}
\end{equation*}
$$

where $\mathcal{A}(\omega)=-\operatorname{Im}\left[\mathcal{G}_{d d}^{R}(\omega)\right] / \pi=(1 / \pi)\left[\left(\Gamma_{L}+\Gamma_{R}+\gamma\right) / \mid \omega-\right.$ $\left.\varepsilon_{d}-\Sigma_{L}-\Sigma_{R}+\left.i \gamma\right|^{2}\right]$ is the level's spectral function. We have introduced the quantity $P_{r}(\omega)=\Gamma_{r} /\left[\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}+\gamma\right]$, which highlights the nonequilibrium effects of monitoring. For instance, in the unbiased case $\left(f_{L, R}=f\right)$, the absence of dephasing $(\gamma=0)$ is needed to recover $P_{R}+P_{L}=1$ and the standard equilibrium expression $\langle n\rangle_{\text {eq }}=$ $\int d \omega \mathcal{A}(\omega) f(\omega)$ [100]. Injecting Eq. (6) in Eq. (5), we obtain the particle current $J^{0}=J_{R}^{0}=-J_{L}^{0}$ flowing through the system

$$
\begin{align*}
J^{0}= & 2 \int d \omega \mathcal{A} \frac{\Gamma_{L} \Gamma_{R}}{\Gamma_{L}+\Gamma_{R}+\gamma}\left(f_{L}-f_{R}\right) \\
& +\frac{2 \gamma}{\int d \omega \mathcal{A}\left(P_{L}+P_{R}\right)} \int d \omega d \omega^{\prime} \mathcal{A} \mathcal{A}^{\prime} P_{L} P_{R}^{\prime}\left(f_{L}-f_{R}^{\prime}\right) \tag{7}
\end{align*}
$$

where we omit all frequency dependency for compactness and use the shorthand notation $f^{\prime}=f\left(\omega^{\prime}\right)$.

The first term reproduces the well-known expression of the current flowing through a Breit-Wigner resonance [101,102], with an additional suppression controlled by $\gamma$.

The inspection of the inelastic term in Eq. (7) shows that, without bias, monitoring can trigger the flow of a finite,
nonreciprocal current through the system. The latter is finite provided that at least one of the hybridization functions $\Gamma_{L / R}$ depends on energy and that mirror and particle-hole symmetry are simultaneously broken [103-105]. Such conditions are satisfied when $\Gamma_{L} \neq \Gamma_{R}$ and at least one function among $\mathcal{A}$ or $\Gamma_{L / R}$ is not symmetric around the chemical potential $\mu$. The mechanism generating this current is sketched in Fig. 1(a): electrons at energy $\omega_{1}$ are emitted from one reservoir onto the level and the measurement provides the energy for the electron to exit into an empty state of the other reservoir at energy $\omega_{2}$. Asymmetrical injection and emission rates allow the generation of this current. The emergence of a nonreciprocal current can be also understood based on the fact that averaging over the measurement outcomes is equivalent, in this specific case [106,107], to coupling the system to an infinite-temperature bosonic bath (see Supplemental Material [90]), which induces a thermoelectric flow in the system if mirror and particle-hole symmetry are broken [108-110].

Figure 1(b) shows that the inelastic current displays the aforementioned peak as a function of the measurement strength $\gamma$ at zero bias $\delta \mu=\mu_{L}-\mu_{R}=0$. For all numerical applications, we consider a minimal model with the level coupled to two metallic reservoirs via two energy filters of energy $\varepsilon_{L / R}$. Here, $\Sigma_{r}^{R}(\omega)=t^{2} /\left(\omega-\varepsilon_{r}+i \Delta\right)$, where $t$ is the level-filter tunnel coupling and $\Delta$ is the hybridization constant of the filter with the reservoirs, see Supplemental Material [90]. The resulting hybridization function $\Gamma_{r}(\omega)=-\operatorname{Im} \Sigma_{r}^{R}(\omega)$ is peaked around $\varepsilon_{r}$, as sketched in Fig. 1(a). We have found the maximum nonreciprocal current for $\gamma \simeq t$-that is out of weak coupling $(\gamma \gg t)$ when $\varepsilon_{d}=0$ and when mirror and particle-hole symmetry


FIG. 2. (a) Two-level system under continuous monitoring of its cross-correlations, coupled to a left (hot) and right (cold) reservoir. For applications, we consider the same filters as in Fig. 1, aligned with the levels $\varepsilon_{L / R}$. (b) Parameter region where a reservoir at temperature $T_{R}=t$ can be cooled by measurement $\Delta=0.5 t$ and varying $\gamma$. The range of parameters where quantum measurement cooling is possible reduces with increasing $\gamma$. The black dot corresponds to $\varepsilon_{L}=10 t$ and $\varepsilon_{R}=3 t$, used in (c) and (d). (c) Heat flowing into the right reservoirs for increasing temperature bias $T_{L}>T_{R}$. QmC occurs in the colored region below some critical temperature bias. (d) Parametric plot of the coefficient of performance (COP) of QmC. Curves are obtained by varying the measurement strength $\gamma$.
are broken by antisymmetric reservoirs with $\varepsilon_{L}=-\varepsilon_{R}$. The peak roughly follows $\varepsilon_{d}$ and is suppressed by finite temperatures, see inset of Fig. 1(b). Similar nonreciprocal effects and peaks were also discussed, from a real-time perspective, in Refs. [38,39]. Analogous peaks also arise for fixed $\gamma$ as function of the coupling to the reservoirs $(t, \Delta)$, which are not captured in the weak-coupling limit, see Supplemental Material [90].

Figure 1(c) shows the differential conductance $G=$ $\partial J^{0} /\left.\partial \delta \mu\right|_{\delta \mu=0}$ for the same system. $G$ also features elastic and inelastic contributions [111,112], scaling differently with $\gamma$. For small rates, the elastic term dominates, showing as many peaks as resonances in the systemthree in the application of Fig. 1. As only the central level is monitored, increasing $\gamma$ suppresses its associated resonance, transferring spectral weight to the filters [arrows in Fig. 1(c)]. Consequently, for intermediate monitoring strengths $\gamma \simeq t$, the conductance increases out of resonance $(\mu \neq 0)$, before being suppressed in the $\gamma \gg t$ limit.

The fact that monitoring generates currents at zero bias implies that they can flow against externally imposed biases to generate work. We consider here the generated power $\mathcal{P}=\delta \mu \cdot J^{0}$ and show the importance of nonperturbative and out-of-equilibrium effects on this quantity. In linear response, $\left.J^{0} \simeq J^{0}\right|_{\delta \mu=0}-\delta \mu G$ and the power depends parabolically on $\delta \mu$, with a maximum $\mathcal{P}_{\max }=\left.J^{0}\right|_{\delta \mu=0} ^{2} / 2 G$ and a change of sign at the stopping voltage $\delta \mu_{\text {stop }}=\left.J^{0}\right|_{\delta \mu=0} / G$. Figure 1(d) shows that maximum power is found for monitoring strengths $\gamma>t$, which is beyond the weakcoupling regime. Moreover, nonequilibrium effects associated with strongly biased reservoirs cannot be neglected. They are exactly derived via Eq. (7), and the dashed lines in Fig. 1(d) show that linear response greatly overestimates $\mathcal{P}_{\text {max }}$ and $\delta \mu_{\text {stop }}$ when $\gamma \simeq t$.

Quantum measurement cooling.-We consider two independent sites $H_{\text {sys }}=\varepsilon_{L} d_{L}^{\dagger} d_{L}+\varepsilon_{R} d_{R}^{\dagger} d_{R}$ coupled via the monitoring process $O_{i j}=\delta_{i L} \delta_{j R}+\delta_{i R} \delta_{j L}$, see Fig. 2(a). This process can be, in principle, realized by adding an interferometer measuring cross-correlations between the two sites [113,114]. Also, here, we take $t$ as the level-filter tunnel coupling and rely on Eq. (4) to find the level occupations $\left\langle n_{r}\right\rangle=\left\langle d_{r}^{\dagger} d_{r}\right\rangle$,

$$
\begin{equation*}
\left\langle n_{r}\right\rangle=\frac{\int d \omega\left[f_{\bar{r}} P_{\bar{r}} \mathcal{A}_{\bar{r}}+\left(1-\int d \omega^{\prime} P_{\bar{r}}^{\prime} \mathcal{A}_{\bar{r}}^{\prime}\right) f_{r} P_{r} \mathcal{A}_{r}\right]}{\sum_{r^{\prime}} \int d \omega P_{r^{\prime}} \mathcal{A}_{r^{\prime}}-\prod_{r^{\prime}} \int d \omega P_{r^{\prime}} \mathcal{A}_{r^{\prime}}}, \tag{8}
\end{equation*}
$$

with modified notation $P_{r}=\Gamma_{r} /\left(\Gamma_{r}+\gamma\right)$ and spectral functions $\mathcal{A}_{r}(\omega)=-\operatorname{Im} \mathcal{G}_{r r}^{R} / \pi=(1 / \pi)\left[\left(\Gamma_{r}+\gamma\right) / \mid \omega-\varepsilon_{r}-\right.$ $\left.\Sigma_{r}+\left.i \gamma\right|^{2}\right]$.

Because of the absence of coherent hopping between sites, $\mathcal{G}_{L R}^{R / A}=0$ and only the inelastic component of the currents in Eq. (5) is finite [for which the knowledge of Eq. (8) is needed]. We are interested in exact expressions for quantum measurement cooling ( QmC ) [80]. We thus consider the heat current flowing in the right reservoir,

$$
\begin{align*}
J_{R}^{1}= & \frac{2 \gamma}{\mathcal{N}} \int d \omega d \omega^{\prime}\left(\omega-\mu_{R}\right) \mathcal{A}_{R} P_{R}\left[\mathcal{A}_{L}^{\prime} P_{L}^{\prime}\left(f_{L}^{\prime}-f_{R}\right)\right. \\
& \left.+\left(1-\int d \omega^{\prime \prime} \mathcal{A}_{L}^{\prime \prime} P_{L}^{\prime \prime}\right) \mathcal{A}_{R}^{\prime} P_{R}^{\prime}\left(f_{R}^{\prime}-f_{R}\right)\right] \tag{9}
\end{align*}
$$

where $\mathcal{N}$ is the denominator appearing in Eq. (8). To get physical insight on the physical requirements for QmC and the multiple processes described by Eq. (9), we first inspect the $\gamma \rightarrow 0$ limit. To leading order in $\gamma, P_{r}=1$ and only the first term in Eq. (9) remains. It can be cast in the compact form

$$
\begin{equation*}
J_{R}^{1}=2 \gamma \int d \omega\left(\omega-\mu_{R}\right) \mathcal{A}_{R}(\omega)\left[\left\langle n_{L}\right\rangle-f_{R}(\omega)\right] \tag{10}
\end{equation*}
$$

If we further approximate the spectral function by $\mathcal{A}_{R}(\omega)=$ $\delta\left(\omega-\varepsilon_{R}\right)$, we get $J_{R}^{1}=2 \gamma\left(\varepsilon_{R}-\mu_{R}\right)\left(\left\langle n_{L}\right\rangle-\left\langle n_{R}\right\rangle\right)$. Here, the heat flow into the right reservoir is controlled by the position of the right level relative to the chemical potential and the difference in occupation compared to the left level. The condition for cooling the right reservoir is $J_{R}^{1}<0$. Without bias, such condition requires $\mu_{R} \lessgtr \varepsilon_{R}$ and $\varepsilon_{L} \lessgtr \varepsilon_{R}$, as sketched in Fig. 2(a). Analogous conditions were found to achieve cooling by heating [115,116], where the role of measurement is played by a third hot reservoir. The second term in Eq. (9) acts at order $\gamma^{2}$ and describes the reinjection of heat in the right reservoir by particles hopping back and forth to the left level via the monitoring process.

In Fig. 2, we explore QmC and its performances for strong temperature biases and large values of $\gamma$. For numerical applications, we consider $\mu_{L / R}=0$ and take the same hybridization functions $\Gamma_{r}(\omega)$ of the previous section, with peaks aligned with $\varepsilon_{r}$. Figure 2(b) shows the regions where QmC occurs, in the absence of bias and for increasing monitoring strength $\gamma$. QmC indeed occurs when $\varepsilon_{L} \lessgtr \varepsilon_{R} \lessgtr 0$. Nonetheless, its parameter region shrinks with increasing monitoring strength $\gamma$ : the stronger the measurement process is, the more heat is injected into both reservoirs. Figure 2(c) shows the behavior of $J_{R}^{1}$ for increasing temperature biases as a function of $\gamma$. As the nonreciprocal current discussed in the previous section [Fig. 1(b)], the heat current peaks for $\gamma \approx t$. However, increasing the temperature bias changes the sign of $J_{R}^{1}$, signaling that the left reservoir is hot enough to heat the right one.

Finally, we discuss the efficiency of this process, characterized by the coefficient of performance, $\mathrm{COP}=$ $\left|J_{R}^{1} /\left(J_{R}^{1}+J_{L}^{1}\right)\right|$ measuring how much heat can be extracted from monitoring [117]. We depict the COP in Fig. 2(d) as a parametric plot on $\gamma$. For fixed temperatures in the reservoirs, the maximum COP is found near the critical $\gamma$, where the heat flow changes sign in Fig. 2(c). This monitoring strength, also on the order of $t$, lies beyond the weak-coupling limit.

Conclusions.-We have derived exact analytic expressions for particle and heat currents in a large class of driven monitored systems. These formulas were applied to investigate power harvesting and cooling assisted by measurements. Notably, we identified peaks in the current with respect to measurement strengths $\gamma$ outside the weakcoupling limit [Figs. 1(b)-2(c)]. These nontrivial features could provide valuable insights for future experiments investigating measurement effects in open quantum systems. Our findings can be generalized to different setups, enabling investigation of unexplored regimes beyond standard perturbative approaches. We have shown that these regimes are important, as they manifest the best
performances in terms of power generation and quantum measurement cooling.

On a more fundamental level, we have provided exact expressions for quantum transport in the presence of nonelastic effects caused by monitoring. It would be of great interest to establish whether formulas like Eq. (5) also apply for interacting quantum impurity models driven out of equilibrium and/or for systems coupled to bosonic baths at finite or even zero temperature [42,118-121].
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